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06
WHAT IS MACHINE 
LEARNING?



INTRODUCTION



•

▪

▪

▪

•

•

Modern science is data-driven



•

The growth of models

https://github.com/florent-leclercq/Moore_law_cosmosims


•

The growth of methods

https://epochai.org/


•

The growth of computers

•

http://spec.org/
https://www.techpowerup.com/gpu-specs/


•

The growth of computers

https://www.top500.org/


DIFFERENT TYPES OF MACHINE 
LEARNING



•

•

•

•

What does it mean for a machine to learn something?

https://doi.org/10.1147/rd.33.0210
http://www.cs.cmu.edu/~tom/mlbook.html


Artificial intelligence (AI), machine learning (ML), deep learning (DL)



Artificial intelligence (AI), machine learning (ML), deep learning (DL)



•

▪

▪

▪

•

What are the different types of machine learning approaches?



•

Supervised machine learning example: the Titanic



•

▪

•

•

•

▪

•

•

•

•

Supervised learning tasks



•

•

•

▪

▪

▪

▪

Unsupervised learning tasks



•

•

▪

▪

▪

Unsupervised learning: clustering

https://www.pi.exchange/blog/clustering-in-machine-learning


•

•

•

•

Reinforcement learning

https://www.dunod.com/sciences-techniques/machine-learning-avec-scikit-learn-mise-en-oeuvre-et-cas-concrets-1


06
STATISTICAL LEARNING 
THEORY



EMPIRICAL RISK 
MINIMISATION AND PAC 
LEARNING



•

•

•

•

Insights into ML from a statistics background



•

•

▪

▪

•

•

Measuring the quality of a predictor



•

•

•

•

Finding the optimal predictor using the empirical risk



•

▪

•

•

▪

Empirical risk minimisation (ERM)



•

•

Probably Approximately Correct (PAC) learning



•

•

•

•

•
▪

▪

Probably Approximately Correct (PAC) learning



WHY MACHINE LEARNING IS 
DIFFICULT



•
▪

▪

▪

▪

•

•

The no-free lunch theorem



•
▪

▪

•

•

▪

▪

Cross-validation and bias-variance trade-off

•
▪

▪

▪

▪

https://arxiv.org/abs/1803.08823


•

•

•

Bias-variance trade-off, error decomposition, underfitting and overfitting

•

▪

https://arxiv.org/abs/1803.08823


Monitoring underfitting and overfitting

https://www.kaggle.com/discussions/getting-started/166897


References and acknowledgements

•

•

•

•

https:///
https://arxiv.org/abs/1803.08823
https://www.deeplearningbook.org/
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