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Course overview
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01 PROBABILITY THEORY



INTRODUCTION



Why you are here



Why proper statistics matter

•

•

▪

▪

An historical example: the Gibbs paradox



•

•

•

▪

▪

▪

How to reason rationally in the presence of uncertainty:
Bayes' Theorem



•

▪

▪

Frequentism versus Bayesianism in the 19th and 20th century

•



•

▪

▪

▪

▪

▪

▪

▪

The theory that would not die •

•



Jaynes’s “probability theory”: an extension of ordinary Boolean logic



BASIC PRINCIPLES OF 
PROBABILITY THEORY



Typical problem: analysis of the Cosmic Microwave Background

https://wiki.cosmos.esa.int/planck-legacy-archive/index.php/CMB_maps


Typical problem: analysis of the Cosmic Microwave Background

Λ

https://arxiv.org/abs/1907.12875


•

•

•

•

▪

▪

▪

Vocabulary: direct and inverse problems



•

▪ (𝑥, 𝑦) 𝑦 = 𝑚𝑥 + 𝑐 𝑚 𝑐

▪

▪

▪

What kind of questions do we want to answer?



•

▪

▪

▪

▪

What kind of questions do we want to answer?



•

▪

▪

▪

▪

What kind of questions do we want to answer?



•

•

•

▪

▪

•

▪ Ωm

▪

Ωm

•

•

The meaning of probability



•

•

•

•

•

•

•

Basic principles of probability theory



•

•

▪

▪

▪

Conditional probabilities



•

•

Conditional probabilities: warm-up exercises

Exercise: Bayesian inference with 
virology tests

Exercise: The Monty Hall problem



•

•

•

▪

▪

•

▪

▪

•
▪

▪

▪

▪

Parameter inference in practice

•



•

▪

•

•

•

▪

•

▪

▪

Some conceptual considerations regarding Bayesian inference



•

▪

•

•

•

▪

Some conceptual considerations regarding Bayesian inference

https://doi.org/10.1109/4235.585893
https://doi.org/10.1109/4235.585893
https://doi.org/10.1023/A:1021251113462
https://doi.org/10.1023/A:1021251113462
https://doi.org/10.1109/4235.585893
https://doi.org/10.1023/A:1021251113462


PRIOR CHOICE AND MAXIMUM 
ENTROPY PRINCIPLE



•

•

•

•

•

•

▪

▪

Priors

Exercise: The dominance of the 
likelihood in Bayesian inference

Exercise: Ignorance priors for an 
urn problem



•

•

•

Conjugate priors

https://en.wikipedia.org/wiki/Conjugate_prior


•

•

•

•

•

Ignorance priors, functional equations and transformation groups



The lighthouse problem Exercise: The lighthouse problem



•

▪

▪

•

•

▪

▪

The maximum entropy principle



•

The birth of information theory

https://doi.org/10.1002/j.1538-7305.1948.tb01338.x


•

•

•

▪

▪

▪

The loaded dice Exercise: The loaded dice



▪

▪

▪

▪

▪

The loaded dice



•

•

▪

▪

The loaded dice

≡



01 SIGNAL PROCESSING



GAUSSIAN RANDOM FIELDS



•

•

•

▪

▪

Gaussian random fields Exercise: Gaussian random fields



•

▪

▪

▪

•

Gaussian random fields



Gaussian random fields: examples



Gaussian random fields: examples



Gaussian random fields: examples



Gaussian random fields: examples



Gaussian random fields: examples



•

•

•

•

Example of a non-Gaussian signal



•

•

•

•

Marginals and conditionals of Gaussian random fields

https://florent-leclercq.eu/documents/thesis/AppendixA.pdf


BAYESIAN SIGNAL PROCESSING 
& WIENER FILTERING



•

•

•

•

•

Bayesian denoising (Wiener filtering) Exercise: Bayesian denoising



•

•

•

•

Wiener filtering: derivation



•

Bayesian denoising (Wiener filtering): example



•

Bayesian denoising (Wiener filtering): example



•

•

Bayesian denoising (Wiener filtering): example



•

Bayesian denoising (Wiener filtering): example



•

Blending of signals: an astrophysical example



•

•

•

Bayesian deblending (Wiener filtering) Exercise: Bayesian deblending



•

Bayesian deblending (Wiener filtering): example

Easy case: non-blended regions are not masked



•

Bayesian deblending (Wiener filtering): example

Easy case: non-blended regions are not masked



•

Bayesian deblending (Wiener filtering): example

Easy case: non-blended regions are not masked



•

Bayesian deblending (Wiener filtering): example

Easy case: non-blended regions are not masked



•

Bayesian deblending (Wiener filtering): example

Easy case: non-blended regions are not masked



•

Bayesian deblending (Wiener filtering): example

Difficult case: non-blended regions are masked



•

Bayesian deblending (Wiener filtering): example

Difficult case: non-blended regions are masked



•

Bayesian deblending (Wiener filtering): example

Difficult case: non-blended regions are masked



•

Bayesian deblending (Wiener filtering): example

Difficult case: non-blended regions are masked



•

Bayesian deblending (Wiener filtering): example

Difficult case: non-blended regions are masked



References and acknowledgements

•

•

•

https:///
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